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We believe in an internet 

where human rights are 

respected, so that 

connection and creativity 

can flourish.



I will cover: 

1. What do we mean when we talk about AI? 

2. What are the human rights implications of AI and automated 

decision making systems? 

3. How is generative AI impacting the legal profession?



1. What do we mean when we talk about AI?
_____________________________________________________

AI system: A machine-based system that, for explicit or implicit objectives, infers, 

from the input it receives, how to generate outputs such as predictions, content, 

recommendations, or decisions that can influence physical or virtual environments. 

Different AI systems vary in their levels of autonomy and adaptiveness after 

deployment.

Used in Australian standards

derived from the OECD



1. What do we mean when we talk about AI?
_____________________________________________________

AI model: Representation of an entity, phenomenon, process or data, employing 

various AI algorithms to interpret, predict, or generate responses based on input.

Machine learning model: mathematical construct that generates an inference or 

prediction based on input data or information.

Used in Australian standards

derived from the ISO



1. What do we mean when we talk about AI?

________________________________________

A.I. will probably most likely lead to the end of the world, but in the meantime, 

there’ll be great companies.

Sam Altman

CEO of OpenAI



1. What do we mean when we talk about AI?

________________________________________

A floating signifier.

Zizi Papacharissi

University of Chicago



1. What do we mean when we talk about AI?

________________________________________

Technically, AI is a field of computer science that uses advanced 

methods of computing. 

Socially, AI is a set of extractive tools used to concentrate power 

and wealth.

Careful Industries



1. What do we mean when we talk about AI?

________________________________________

Large Language Models (LLMs), information retrieval, pattern detection, 

image generation

Instead of a programmer specifying operations, “machine learning 

algorithms are fed a sample of the required results and use statistical 

estimation to figure out how to reproduce them” 

Dan McQuillan, Resisting AI



1. What do we mean when we talk about AI?

________________________________________

AI as a set of material resources:

1. Large data sets;

2. Computing power;

3. Software (for facilitating access to these components above); and

4. People with the skills who can build and manage the technology.

Governed by social and political relations:

1. Market has monopolistic tendencies;

2. Uptake is vendor driven;

3. Dependence on US companies;

4. Impact on natural resources (water, power, space);

5. Access to skills is critical.



1. What do we mean when we talk about AI?

________________________________________

Doomers: AI Safety, deaccelerationists, pessimists, expect AI to be the 

end of humanity

Boomers: Libertarian, accelerationists, AI will mean utopias of space 

travel, abundance and longevity 

Human rights?



2. What are the human rights implications of AI and automated 

decision making systems?

______________________________________________

Human rights: 

- bureaucratic regulation

- a procedural requirement, without accountability 

- a tool for surfacing harm and advocating for change



2. What are the human rights implications of AI and automated 

decision making systems?

______________________________________________

Impoverishment: automation of work and social services

Social exclusion: increased marginalization of communities

Surveillance: unification of corporate and government data

Authoritarianism: weakening of democracy



2. What are the human rights implications of AI and automated 

decision making systems?

______________________________________________

Social: de-prioritisation of human relationships

Intellectual: diminishing critical thinking skills

Cultural: flattening difference, devaluing cultural labour

Environmental: acceleration of climate change



2. What are the human rights implications of AI and automated 

decision making systems?

______________________________________________

Exposure of bias: reexamining human decision making

Acceleration of certain tools: pattern detection and information 

retrieval 

Improved access to expertise: accessible specialist knowledge and 

capacity 



2. What are the human rights implications of AI and automated 

decision making systems?

_______________________________________________

Regulation will be shaped by global forces: geopolitics and cross-

border companies  

But also local contexts: domestic political concerns, local industries, 

availability of data



2. What are the human rights implications of AI and automated 

decision making systems?

_______________________________________________

Current regulation: 

1.AI Ethics Principles: principles for the responsible design, development 

and implementation of AI, which are consistent with the OECD's Principles 

on AI

2. Voluntary AI standards: aims to be practical guidance for Australian 

organisations to mitigate risks while leveraging the benefits of AI.



2. What are the human rights implications of AI and automated 

decision making systems?

______________________________________________

Good regulation:

1. Transparency over lawful datasets used for training

2. Disclosure of algorithmic design

3. Timely feedback that is acted upon 

4. Involvement of those affected



3. How is generative AI impacting the legal profession?

__________________________________________________







There is a degree of 

hesitancy towards GenAI

in the legal sector



The hesitancy is shared by courts

The chief justice issued a practice note in November regulating the 

technology's use in the Supreme Court of NSW. It includes a ban on using 

AI to generate the content of documents like affidavits, witness statements 

and character references. The use of AI to embellish, strengthen or dilute a 

witness's evidence is also prohibited.

"We know AI can be used to produce what looks like a person's evidence. 

But of course, if it's not the person's actual evidence, that undermines the 

whole process," Chief Justice Bell said



Could lawyers be replaced?



30 days personal legal 

advice for $60





3. How is generative AI impacting the legal profession?

__________________________________________________

What does good look like? Redistributing the productivity dividend

Invisible Bystanders research (Human Technology Institute, UTS and Essential)

• Establish an industry-wide AI works council.

• Impose a general duty of care on organisations around AI equivalent to workplace safety 

obligations.

• Develop industrial guardrails akin to minimum nurse-to-patient ratios.

• Introduce reforms that establish clear boundaries on worker surveillance.



1. What do we mean when we talk about AI? 

It depends on who is asking and why

2. What are the human rights implications of AI and automated decision making 

systems? 

AI will amplify and accelerate both rights violations and rights protection; how it is 

deployed will depend on who we decide to put at the centre

3. How is generative AI impacting the legal profession?

It can be a powerful tool to assist clients but we shouldn’t accept that this comes at the 

expense of quality legal representation



lizzie@digitalrightswatch.org.au
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